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Abstract Conference mining and expert finding are useful
academic knowledge discovery problems from an academic
recommendation point of view. Group level (GL) topic mod-
eling can provide us with richer text semantics and rela-
tionships, which results in denser topics. And denser top-
ics are more useful for academic discovery issues in con-
trast to Element level (EL) or Document level (DL) topic
modeling, which produces sparser topics. Previous methods
performed academic knowledge discovery by using network
connectivity (only links not text of documents), keywords-
based matching (no semantics) or by using semantics-based
intrinsic structure of the words presented between docu-
ments (semantics at DL), while ignoring semantics-based
intrinsic structure of the words and relationships between
conferences (semantics at GL). In this paper, we consider
semantics-based intrinsic structure of words and relation-
ships presented in conferences (richer text semantics and
relationships) by modeling from GL. We propose group
topic modeling methods based on Latent Dirichlet Alloca-
tion (LDA). Detailed empirical evaluation shows that our
proposed GL methods significantly outperformed DL meth-
ods for conference mining and expert finding problems.
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1 Introduction

Web is a great source of data and information convertible to
knowledge. Many social networks have emerged due to the
interactions of people on the web. We are certainly over-
whelmed by the entities and their hidden relationships in
these social networks. Automatic acquirement of useful in-
formation from text content has been a challenging problem,
when most of the information is implicit within the entities
(e.g. documents, researchers, conferences or journals) and
their relationships in academic social networks, which are
our focus in this work. For example, conferences are orga-
nized every year about different topics and huge volume of
scientific literature is collected in digital libraries, such as
DBLP and Citeseer. The data collected in these libraries pro-
vides us with many challenging academic knowledge dis-
covery problems, which has many applications useful from
researchers’ point of view. For example, a new researcher
should have guidance in obtaining authoritative conferences
of specific research area to do literature review, a group of
researchers would like to know about complete list of con-
ferences related to their research area for submitting papers,
program committee members are interested in conducting
joint conferences, finding experts on specific topics for ful-
filling reviewing and program committee tasks in confer-
ences and journals, etc.

Conference mining and experts finding are highly investi-
gated knowledge discovery problems in academic social net-
works for making useful recommendations to researchers.
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Several methods proposed for academic knowledge discov-
ery or related problems can be categorized into three major
frameworks (1) graph connectivity based approaches as a
basis for representation and analysis of relationships [3, 6,
9, 11, 14, 15, 19, 20, 23, 26, 27] (2) keywords-based match-
ing using language models by exploiting TF-IDF [26, 28],
and (3) topic modeling based approaches which make use
of latent topic layer between words and documents to cap-
ture the text semantics-based relationships between entities
[21, 22].

The main problem with the graph connectivity and
keywords-based matching methods was ignorance of the
text semantics-based information; consequently topic mod-
eling came to overcome by using latent topic layer to
model text semantics-based information. Unfortunately, re-
cent topic modeling (DL) approaches [21, 22] either ig-
nored conferences or viewed conferences information just
as a stamp (token), which became the reason for ignoring
implicit semantics-based text structure presented between
the conferences. We think implicit text semantics-based in-
formation presented between the conferences (GL) is very
useful and important for mining conferences and finding ex-
perts.

In this paper, we will consider semantics-based text struc-
ture and relationships presented between the conferences ex-
plicitly. We generalized previous topic modeling approach
[22] idea of mining conferences and finding experts from a
document level “Constituent-Document” (poorer semantics
because of only some semantically related words are present
in one document) to all publications of conference “Super-
Document” (richer semantics and relationships because of
many semantically related words and authors are present in
all documents of a conference), as a matter of fact the ar-
eas of interests in conference are highly correlated and over-
lapped, as are the accepted papers. It can provide grouping
of conferences in different groups on the basis of latent top-
ics (semantically related probabilistic cluster of words) pre-
sented between the conferences or group. We propose a La-
tent Dirichlet Allocation (LDA) [4] based GL ConMin ap-
proach for conference mining and temporal expert topic ap-
proach (TET) for finding experts. Empirical results showed
that GL based proposed methods clearly achieve better re-
sults than DL idea based methods for both academic knowl-
edge discovery problems by capturing richer text semantics
and relationships at group level resulting in denser topics.
Solution provided by us produced quite intuitive and func-
tional results.

The contributions of this work includes

(1) Formalization of the key conference mining issues
(2) Proposal of group topic modeling (ConMin) approach to

deal with the issues by capturing richer semantics with
experimental verification of the effectiveness of our ap-
proach on real-world large dataset

(3) To give notion of dense topics and demonstration of
their positive impact on models performance in topic
modeling domain

(4) Proposal of group topic modeling for unsupervised ex-
pert finding with proven effectiveness

To the best of our knowledge, we are the first to deal with
the aforementioned academic knowledge discovery issues
directly by proposing GL topic modeling approaches, which
can produce dense topic as compared to sparse topics pro-
duced by DL topic modeling approaches.

The rest of the paper is organized as follows. In Sect. 2,
we formalize the key conferences mining issues and expert
finding problem followed by the typical topic modeling and
its adoptions for solving both academic knowledge discov-
ery problems. In Sect. 3, dataset, parameters settings, perfor-
mance measures and baseline approach is given. Section 4
provides results and discussions with showing comparisons
for both problems in detail and Sect. 5 brings this paper to
the conclusions.

Note that in the rest of the paper, we use the term
constituent-document, accepted paper, and document inter-
changeably. Additionally “super-document” means all the
documents of one conference. Conference level (CL) and
group level (GL) is also used interchangeably.

2 Knowledge discovery in academic social networks

In this section, before describing our ConMin and TET ap-
proaches for academic knowledge discovery, we will first
formulize conference mining tasks and expert finding prob-
lem, describe state-of-the-art topic model LDA [4], fol-
lowed by modeling of conferences with authors based topics
(ACT1) [22].

2.1 Problem formulization

Conference mining through their accepted papers by consid-
ering group level text semantics and relationships are intu-
itive. Each conference accepts many papers every year re-
lated to some sort of overlapped areas of research. To our
interest, each publication contains title which covers most
of the highly related sub research areas. Conferences with
their accepted papers titles on the basis of their latent top-
ics can be mined in a better way as compared to documents
or authors based topics. We only used paper titles as exper-
iments have shown that using the whole text of papers and
using only titles of papers do not affect the performance of
methods much but on the other hand reduce the time com-
plexity to a great extent. We denote a conference (Super-
Document) c as a vector of Nc words based on all accepted
papers (Constituent-Documents) by the conference and for-
malize conference mining problem as three subtasks. Intu-
ition behind considering conference as super-document is
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based on thinking that semantics at super-document level
are richer as compared to semantics at a single document
level (Constituent-Document).

(1) Topics based Ranking of Conferences: Given a confer-
ence c with Nc words, find the latent topics Z of con-
ference. Formally for a conference, we need to calculate
the probability p(z|c), where z is a latent topic and c is
a conference. Predict Z topics for a conference: Given a
new conference c (not contained previously in the cor-
pus) with Wc words, predict the topics contained in the
conference.

(2) Discovery of Conference Correlations: Given two con-
ferences c1 and c2 with Nc1 and Nc2 words respectively,
find the correlations between conferences.

(3) Discovery of Conferences Temporal Topic Trends:
Given a conference c with Nc words for every year,
access the temporal topic likeliness of a conference.

Temporal expert finding addresses the task of finding
people who are experts in some domain for different time
periods (e.g. years in this work). Expert finding became one
of the biggest challenges in enterprises and time is impor-
tant as one expert cannot be expert for his whole life. We
put emphasis on temporal expert finding rather than gen-
eral expert finding so as to support questions like “Who are
the experts on topic Z for year Y ? Instead of just who are
the experts on topic Z?” A submitted query is denoted by q

and an expert is denoted by m. In general semantics-based
temporal expert finding process, the main task is to proba-
bilistically rank discovered experts for a given query for dif-
ferent years, where a query is usually comprised of several
words or tokens and token is referred to as a collection of
words as one term such as Data Mining. Intuition behind ex-
ploiting conferences richer text semantics and relationships
is based on the thinking that high level conferences usually
have more semantically related words and participating au-
thors publishing in these are usually experts as compared to
authors participating in low level conferences.

2.2 Latent Dirichlet allocation (LDA)

Before introducing LDA, we describe the limitations of key-
words and traditional clustering methods. Keywords based
modeling uses exact word matching for finding related enti-
ties, example of which is state-of-the-art vector space model
(VSM) [28]. Clustering provides a good way to group sim-
ilar documents for automatic extraction of topics from text
[17, 18] based on similar contents. The problem with key-
words based matching is ignorance of semantics or in other
words synonymy and polysemy and traditional clustering is
inherently limited by the fact that each document is only as-
sociated with one cluster, which motivated latent topic layer
based topic modeling. Topic models are soft clustering rep-
resentation techniques, which can capture text semantics and

Fig. 1 Document level (DL) up and conference level (CL) down, topic
modeling

allow documents composed of multiple topics to relate to
more than one cluster on the basis of latent topics.

Fundamental topic modeling assumes that there is a hid-
den topic layer Z = {z1, z2, z3, . . . , zi} between the word
tokens and the documents, where zi denotes a latent topic
and each document d is a vector of Nd words wd . This
topic layer is proved very useful for capturing semantics-
based relationships by considering synonymy and polysemy
of words. Basically, a collection of D documents is defined
by D = {w1, w2, w3, . . . ,wd} and each word wid is chosen
from a vocabulary of size V .

Figure 1 provides pictorial representation of typical topic
modeling, in which latent topic layer is used between words
and documents to match documents with the queries. We
explain it with the help of an information retrieval example.
Suppose a user enters a query natural language processing
for which following two papers are retrieved. First paper ti-
tle contains the query words natural language processing so
found related to the query, while second paper title includes
dependency parsing not included in the user query words
even then it is found related to a query because of semantic
similarity of natural language processing and dependency
parsing words in a topic “Natural Language Processing”
whose top ten words with their assigned probabilities are
shown in Fig. 1 top. Figure 1 bottom provides pictorial rep-
resentation of generalized topic modeling, in which latent
topic layer is used between words and conferences for an-
swering queries with richer text semantics or denser topics.

– Paper1: A Maximum Entropy Approach to Natural Lan-
guage Processing

– Paper2: A Pipeline Framework for Dependency Parsing
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LDA [4] is a state-of-the-art topic modeling approach
which makes use of latent topic layer to capture semantics-
based relationships between words. In its generative process
first, for each document d in corpus, a multinomial distri-
bution θd over topics is randomly sampled from a Dirichlet
distribution with parameter α. Second, for each word w in
a document, a topic z is chosen from this topic distribution.
Finally, the word w is generated by randomly sampling from
a topic-specific multinomial distribution �z to produce doc-
uments. Simply the generating probability of word w from
document D for LDA is given as:

P(w|d, θ,∅) =
T∑

z=1

P(w|z,∅z)P (z|d, θd) (1)

2.3 Modeling conferences with authors topics
(ACT1 (DL))

LDA has been extended for solving different research prob-
lems. Recently, it is extended to discover topically related
conferences indirectly by using topics of documents gen-
erated by authors in ACT1 model [22]. The basic idea of
topic modeling that words and documents can be modeled
by considering latent topics and later modeling words and
authors of documents [21] became the intuition of model-
ing the words, authors and conferences through latent top-
ics. The generative process of ACT1 is based on the idea
that initially, authors think of writing a research paper on a
topic and correspondingly select the conference to submit it.

Technically in ACT1, each author is represented by the
probability distribution ϑd over topics and each topic is rep-
resented as a probability distribution �z over words and �z

over conferences for each word of a document for that topic.
The generative probability of the word w with conference c

for author r of a document d is given as:

P(w, c|r, d,∅,�, θ)

=
T∑

z=1

P(w|z,∅z)P (c|z,�z)P (z|r, θr ) (2)

The generative process is as follows:

1. For each author r = 1, . . . ,K of document d

Choose θr from Dirichlet (α)

2. For each topic z = 1, . . . , T

Choose �z from Dirichlet (β)

Choose �z from Dirichlet (γ )

3. For each word w = 1, . . . ,Nc of document d

Choose an author r uniformly from all authors ad

Choose a topic z from multinomial (θr) conditioned on r

Choose a word w from multinomial (�z) conditioned
on z

Choose a conference stamp c associated with word w

from multinomial (�z) conditioned on z

2.4 Modeling conferences with topics (ConMin (GL))

The basic idea of topic modeling that words and documents
can be modeled by considering latent topics became the
intuition for modeling the words and conferences directly
through latent topics. The intuition of our proposed Con-
Min approach is based on the fact that for finding topically
related conferences, conference relationships and temporal
topic trends, conferences based latent topics are more im-
portant as compared to authors based latent topics [22]. Au-
thors sometimes have diverse kind of research interests and
they are also publishing in many diverse conferences and
journals which may result in generating very sparse topics
in this way. Sparse topics mean high perplexity for that spe-
cific approach which usually results in vague cluster of prob-
abilistically related words (latent topics). Consequently, we
generalize this idea from DL [4] to GL by considering docu-
ments as sub-entities of a conference to explore conferences
based topics, which may be dense based on the previous dis-
cussion.

In our approach a conference is viewed as a composition
of the words of all its accepted publications. Symbolically,
for a conference c we can write it as: C = {d1 + d2 + d3 +
. . . + di}, where di is one document in a conference.

DL approach is responsible for generating latent topics of
documents, while CL approach is responsible for generating
latent topics of conferences. For each conference c, a multi-
nomial distribution ϑc over topics is randomly sampled from
a Dirichlet with parameter α, and then for each word w for a
conference contained in super-document, a topic z is chosen
from this topic distribution. Finally, the word w is gener-
ated by randomly choosing from a topic-specific multino-
mial distribution �z with parameter β .

The generative process is as follows:

1. For each conference c = 1, . . . ,C

Choose θc from Dirichlet (α)

2. For each topic z = 1, . . . , T

Choose �z from Dirichlet (β)

3. For each word w = 1, . . . ,Nc of conference c

Choose a topic z from multinomial (θc)

Choose a word w from multinomial (�z)

Figure 3 shows the generating probability of the word w

from the conference c is given as:

P(w|c, θ,∅) =
T∑

z=1

P(w|z,∅z)P (z|c, θc) (3)

We utilize Gibbs sampling [1] for estimation in our ap-
proach which has one latent variable z and the conditional
posterior distribution for z is given by:

P(zi = j |z−i ,w)∞ n
(wi)
−i,j + β

n
(·)
−i,j + wβ

n
(ci)
−i,j + α

n
(ci)
−i,. + Zα

(4)
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Fig. 2 Conference modeling
(a) ACT1 (DL) and (b) ConMin
(CL) approaches

Fig. 3 ConMin (generalized smoothed LDA)

where zi = j represents the assignments of the ith word in
a conference to a topic j . z−i represents all topic assign-
ments excluding the ith word, and w represents all words in
the dataset. Furthermore, n

(wi)
−i,j is the total number of words

associated with topic j , excluding the current instance, and
n

(ci)
−i,j is the total number of words from conference c as-

signed to topicj,excluding the current instance. “·” Indicates
summing over the column where it occurs and n

( · )
−i,j stands

for number of all words that are assigned to topic z, exclud-
ing the current instance.

During parameter estimation, the algorithm only needs
to keep track of W × Z (words by topic) and Z × C (topic
by conference) count matrices. From these count matrices,
topic-word distribution � and conference-topic distribution
ϑ can be calculated as given in (5) and (6). Where, ∅zw is
the probability of word w in topic z and θcz is the probability
of topic z for conference c. These values correspond to the
predictive distributions over new words w and new topics z

conditioned on w and z

∅zw = n
(wi)
−i,j + β

n
(·)
−i,j + Wβ

(5)

θcz = n
(ci)
−i,i + α

n
(ci)
−i,· + Zα

(6)

2.5 Modeling experts with topics (TET (GL))

We investigate the problem of temporal expert finding in
an insupervised way by simultaneously modeling confer-

ences influence or group level influence, another application
of our GL idea for conference mining tasks. From unsu-
pervised means we do not need to know his exact number
of publications and their citations, his academic activities
such as program committee member, editorial board mem-
ber etc. And usually to collect all this information about
all researchers is cumbersome. A support vector machine
based methods is proposed for identifying the authors of
documents [30] and continuum of general to specific in-
terests of a user is extracted to provide more robust per-
sonalization [29], which are sister problems of expert find-
ing.

We proposed group time topic modeling approach Tem-
poral Expert Topic (TET), which can provide ranking of ex-
perts in different groups in an unsupervised way. It is gener-
alized from previous topic model ACT1 [22] form a single
document “sub-group” (no conferences influence or docu-
ment level) to all publications of the conference “Group”
(conferences influence or group level). We treat ACT1 as
baseline for expert finding task from document level to
group level.

The intuition behind considering conferences as a Group
is explained with the help of an example in Fig. 4. A docu-
ment denoted as a subgroup here, usually has a few semanti-
cally related words (as total words in title are only “8”) and
authors (as total authors are only “2”) to a topic shown in
Fig. 4, while a conference denoted as a “Group” here, usu-
ally there are many related papers to a topic; as a result a
Group usually has many semantically related words (as total
words are as high as “439”) and authors (as total authors is
as high as “95”) to a topic as shown in Fig. 4. Subgroup is
a subset of a group as highlighted in Fig. 4; consequently
semantic-based information and relationships are richer in
a group as compared to a subgroup, which is referred to
as “Conferences Influence” in our work and main contri-
bution of this work. Our thinking is supported by the facts
that (1) in highly ranked events usually papers of experts or
potential experts of different fields are accepted, therefore
event based relationships are highly influential which re-
minds us a famous saying “A man is known by the company
he keeps” and (2) accepted papers in highly ranked events
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Fig. 4 A group illustration for
accepted papers by
ECML/PKDD-2007

are very carefully judged for relevance to the event research
areas on call for papers page, therefore papers have more
semantically related words and authors, which can result in
higher ranking of their authors because of conferences influ-
ence.

Non-Generalized Topic Modeling approach ACT1 [22]
uses conferences information just as a token, which results
in not capturing the conferences influence and time infor-
mation is also not modeled simultaneously in it. Conse-
quently, we propose generalized time topic modeling ap-
proach named Temporal-Expert-Topic (TET), which can uti-
lize both conferences influence and time information, simul-
taneously.

In TET, each author from a set of K authors of a con-
ference is considered responsible for generating some latent
topics of a conference and in turn these topics generate the
words and time stamps for that conference. Formally, each
author from a set of K authors of an event c is associated
with a multinomial distribution θr over topics and each topic
is associated with a multinomial distribution �z over words
and multinomial distribution �z with a year stamp for each
word of an event for that topic. So, θr ,�z and �z have a
symmetric Dirichlet prior with hyper parameters α,β and γ ,
respectively. The generating probability of the word w with
year y for author r of event c is given as:

P(w,y|r, c,∅,�, θ)

=
T∑

z=1

P(w|z,∅z)P (y|z,�z)P (z|r, θr ) (7)

3 Experiments

3.1 Dataset

DBLP online database [10, 16] is a huge source of research
publications and related information which is very useful
from academic social network analysis point of view. Five
year publication dataset of conferences is downloaded from
the DBLP by only considering conferences for which data
was available for years 2003–2007. We selected conferences
in this way to make sure that these conferences are regular
one and are being organized every year. Totally, we ex-
tracted 90,124 publications for 261 conferences and com-
bined them into a super-document separately for each con-
ference. We then preprocessed corpus by using typical pre-
processing procedures adopted for text mining by (a) remov-
ing stop-words standard list, punctuations and numbers from
the words (b) down-casing the obtained words for proper
string matching, and (c) removing words that appear less
than three times in the corpus to simply ignore words which
are seldom used by authors to name their method such as
ConMin in this paper, which may not have any meaning if
it is not written in full as Conference mining. This led to a
vocabulary size of V = 10,902 and a total of 571,439 words
in the corpus. Another reason of selecting alike conferences
for similar years is to precisely analyze the conferences tem-
poral trends. Figure 5 shows quite smooth yearly data distri-
bution for number of publications in conferences.
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Fig. 5 Yearly conferences publications

3.2 Parameter settings

Parameter estimation for text analysis can be performed by
using different methods. One can estimate the optimal val-
ues of hyper-parameters α and β (Fig. 3) by using Expec-
tation Maximization (EM) method [13] or Gibbs sampling
algorithm [12] by maximizing the likelihood. EM algorithm
is susceptible to local maxima and computationally ineffi-
cient [4], consequently Gibbs sampling algorithm is used.
For some applications topic models are sensitive to the hy-
per parameters and need to be optimized. For application in
this paper, we found that our topic model based approach
is not sensitive to the hyper parameters. In our experiments,
for ConMin 200 topics Z, the hyper-parameters α and β

were set at 50/Z and .01, respectively [7]. There is no hard
and fast rule to set the number of topics although perplexity
is considered as one of the matrix useful both for checking
model performance evaluation and setting number of topics.
We calculated the perplexity for number of topics from 2,
5, 10, 20, 40, . . . ,300 and number of topics Z were fixed at
200 based on measured perplexity [2] on 20% held out test
dataset plus on the basis of human judgment of meaningful
topics. We ran five independent Gibbs sampling chains for
1000 iterations each. All experiments were carried out on
a machine running Windows XP 2006 with AMD Athlon I
Dual Core Processor (1.90 GHz) and 1 GB memory. The run
time per each chain was 1.26 hours for ConMin.

3.3 Performance measures

For conference mining issues, performance evaluation is
performed both qualitatively and quantitatively. Perplexity
is usually used to measure the performance of latent-topic
based approaches; however it cannot be a statistically signif-
icant measure when they are used for information retrieval
(please see [2] for details). In our experiments, at first we
used average entropy to measure the quality of discovered
topics, which reveals the purity of topics. Entropy is a mea-
sure of the disorder of system, less intra-topic entropy is

usually better and usually used to evaluate the performance
of clustering approaches. Secondly, we used average Sym-
metric KL (sKL) divergence [21] to measure the quality of
topics, in terms of inter-topic distance. sKL divergence is
used here to measure the relationship between two topics,
more inter-topic sKL divergence (distance) is usually better
as it explains that the boundaries of topics have less overlaps
or topics are more refined clusters of probabilistic words in
terms of clustering. Following equations are used for calcu-
lating entropy and sKL divergence. In (8), we used topic-
word distribution matrix for all words of each topic to cal-
culate intra-topic entropy and then calculated the average
entropy for all topics. In (9), we used conference-topic dis-
tribution matrix for conferences calculating the inter-topic
difference between conferences i and j

Entropy of (Topic) = −
∑

z

P (z) log2[P(z)] (8)

sKL(i, j) =
T∑

z=1

[
θiz log

θiz

θjz

+ θjz log
θjz

θiz

]
(9)

To measure the performance in terms of precision and re-
call [2] is out of question due to unavailability of standard
dataset and use of human judgments cannot provide appro-
priate (unbiased) answers for performance evaluation. Con-
sequently, we employ a simple error rate method to evaluate
the performance in terms of conferences ranking. We dis-
covered top 9 conferences related to top most conference
(e.g. for ConMin “Digital Libraries” topic it is JCDL) in
each topic by using sKL divergence (please see Table 1). We
compared these top 9 conferences with topically discovered
top 10 conferences and calculated error rate with respect to
their absence or presence in the topically ranked conferences
list in Table 1.

For expert finding, we provide comprehensive (DBLP
data Statistics) based comparison [10] in Table 5, for 150
topics for our proposed and baseline approach. In it, we
show how our proposed approach produced more precise re-
sults because of (1) top ten experts in list published more in
the World Level (World Class) conferences, (2) from top 3
conferences for each expert most of the time at least one of
them is world level and (3) number of papers published by
top ten experts list for the topics is also greater.

3.4 Baseline approach

We compared proposed ConMin with ACT1 and used same
number of topics for comparability. The numbers of Gibbs
sampler iterations used for ACT1 are 1000 and parameter
values same as the values used in [22]. We used the same
machine used for proposed ConMin approach; run time per
each chain for ACT1 was 3.00 hours almost double than
ConMin, which was 1.26 hours. It shows that ConMin is
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also better in terms of time complexity for mining confer-
ences.

4 Results and discussions

4.1 Conference mining

4.1.1 Comparisons

Topically related conferences based comparison The ef-
fect of topic sparseness on the approach performance is
studied both qualitatively and quantitatively. Firstly, we pro-
vide qualitative comparison between ConMin and ACT1 ap-
proaches. We discovered and probabilistically ranked con-
ferences related to specific area of research on the basis of
latent topics based semantic relationships between confer-
ences. Table 1 illustrates 7 different topics out of 200, dis-
covered from the 1000th iteration of a particular Gibbs sam-
pler run. Each topic is shown with the top 10 words and
conferences and titles are our interpretation of the topics.
The words associated with each topic for our proposed ap-
proach are strongly semantically related (less sparse) than
that of baselines, as they are assigned higher probabilities
(please see prob. column in Table 1). So, they make com-
pact topics in the sense of conveying a semantic summary
of a specific area of research (please see Fig. 5 to see quan-
titative comparison of topic compactness). Additionally it is
observed that because of topic sparseness topically related
conferences are also sparse (not from the specific area of
research).

For example, “Web Search” topics related top ten con-
ferences list for proposed approach begins with WWW,
LA-WEB, . . . , ASWC with corresponding probabilities
from 0.23, 0.21, . . . ,0.061, while for same topic top ten
conference list for baseline approach begins with WWW,
CIKM, . . . , ADBIS with corresponding probabilities from
0.98, 0.0013, . . . , 0.000034. One can clearly see that the
corresponding probabilities for baseline approach are highly
skewed and WWW conference has very high probability
0.98, while other “Web Search” related conferences are as-
signed very low probabilities, which is against the real world
situation. Similar kind of skewness problem is observed in
all topically related conferences in Table 1 for baseline ap-
proach.

Consequently the conferences associated with each topic
for ConMin are also more precise than ACT1, as they are
assigned high probabilities (please see prob. column in Ta-
ble 1). Only higher probabilities assigned to topic words and
conferences is not extremely convincing, so we also investi-
gated the bad impact of topic sparseness due to lower prob-
abilities on the performance of baseline approach. For ex-
ample, from top ten conferences six conferences related to

“XML Databases” topic discovered by ACT1 are VLDB,
SIGMOD, ICDE, Xsym, ADBIS, WIDM which are related
to databases research area and other four ECOOP, SEKE,
CAISE and KI are more related to software engineering
and artificial intelligence research areas. While for Con-
Min topic “XML Databases” all the conferences are re-
lated to only databases research area. Similarly for “Data
Mining” topic top ten conferences discovered by ConMin
are more precise then ACT1 as for ACT1 SAC (Cryptogra-
phy), CCGRID (Cluster Computing and Grid), ACM Sen-
Sys (Embedded Networked and Sensor Systems), ICDCS
(Distributed Computing Systems) and ISISC (Information
Security and Cryptology) are not actually related to data
mining research area, additionally ACT1 is unable to find
PAKDD, PKDD, DAWAK and DS for “Data Mining” topic
among top ten conferences but they are well-known confer-
ences in this field. One can see that PKDD and PAKDD are
discovered by ACT1 for “Web Search” topic, which mis-
matches with the real world data as they should have to
found for “Data Mining” topic first and then for some other
topics like “Web Search”. Similar kind of problem is en-
countered by ACT1 for other topically related conferences.
It concludes that sparser the topics the discovered confer-
ences will also be sparse which will result in poor perfor-
mance of the approach.

Here it is obligatory to mention that top 10 conferences
associated with a topic are not necessarily most well-known
or top tier conferences in that area of research, but rather
are the conferences that tend to produce most semantically
related words for that topic in the corpus. However, we see
that top ranked conferences for different topics are in fact
top class conferences of that area of research for proposed
approach. For example, for topic 28 “Bayesian Networks”
and topic 117 “XML Databases” top ranked conferences
are more or less the best conferences of artificial intelli-
gence and databases fields, respectively. Both topics also
show deep influence of Bayesian networks on artificial intel-
ligence and move from simple databases to XML database,
respectively. We think, characteristically in top class con-
ferences submitted papers are very carefully judged for the
relevance to the conference research areas which results in
producing more semantically related words; this is why top
class conferences are ranked higher.

Proposed approach discovers several other topics related
to data mining such as neural networks, multi-agent sys-
tems and pattern matching, also other topics that span the
full range of areas encompassed in the dataset. A fraction of
non-research topics, perhaps 10–15%, are also discovered
that are not directly related to a specific area of research,
as the words present in those topics were actually used as a
glue between scientific terms.

Entropy based comparison In addition to qualitative com-
parison between ConMin and ACT1, we also provide quan-
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Fig. 6 Average entropy curve as a function of different number of
topics, lower is better

Fig. 7 Average sKL divergence curve as a function of different num-
ber of topics, higher is better

titative comparison to explain the effect of topics sparseness
on the performance of approach. Figure 6 shows the average
entropy of topic-word distribution for all topics measured
by using (7). Lower entropy curve of proposed approach for
different number of topics Z = 50,100,150,200,250,300
shows its effectiveness for obtaining less sparse topics which
resulted in its better ranking performance shown in Table 1.

Symmetric KL divergence based comparison Figure 7
shows the average distance of topic-word distribution be-
tween all pairs of the topics measured by using (9). Higher
sKL divergence curve for different number of topics Z = 50,
100, 150, 200, 250, 300 confirms the effectiveness of the
proposed approach for obtaining compact topics as com-
pared to baseline approach.

From the curves in Figs. 6 and 7 it is clear that ConMin
approach outperformed ACT1 approach for different num-
ber of topics. The performance difference for different num-
ber of topics is pretty much even, which corroborate that
proposed approach dominance is not sensitive to the num-
ber of topics.

Error rate based comparison Now we provide comparison
in terms of error rate. Table 2 shows top 9 conferences dis-

covered related to the first conference of each topic for Con-
Min and ACT1 approaches by using sKL divergence. For
example, in case of “XML Databases” topic ADC, ADBIS,
IDEAS, BNCOD, VLDB, SIGMOD, PODS, DASFAA and
DEXA are top 9 conferences correlated with “Xsym” for
ConMin.

The highlighted blocks in Table 2 shows that similar re-
sults are found for discovered topics in Table 1 and sKL
divergence calculated for top most conference. For exam-
ple, in case of ConMin approach top 10 conferences shown
in Table 1 for “XML Databases” topic has 7 conferences
in common, which are ADC, ADBIS, IDEAS, BNCOD,
VLDB, SIGMOD and PODS. From top 9 related confer-
ences for seven selected topics (same is the case with non
selected topics) shown in Table 2 the error rate (ER) for
ConMin is less than ACT1, except digital libraries topic and
ConMin approach has 30.16% less average error rate than
ACT1. It shows the bad effect of topics sparseness on con-
ferences ranking performance of ACT1, and its inability to
discover better results in comparison with our proposed ap-
proach.

4.1.2 Applications of ConMin

Conferences correlations ConMin and ACT1 both ap-
proaches can be used for automatic correlation discovery
[21] between conferences, which can be utilized to conduct
joint conferences in the future. To illustrate how it can be
used in this respect, distance between conferences i and j

is calculated by using (9) for topics distribution conditioned
on each of the conferences distribution.

We calculated the dissimilarity between the conferences
by using (9), smaller dissimilarity values means higher cor-
relation between the conferences. For similar pairs less dis-
similarity value and for dissimilar pairs higher dissimilarity
value indicate better performance of our approach.

Table 3 shows correlation between 8 pairs of conferences,
with every two pairs in order from top to down have at least
one conference in common making four (A, B, C, D) com-
mon pairs. Common conference pairs show the effective-
ness of our approach in discovering more precise confer-
ences correlations. For example, common pair A has ASWC
(Asian Semantic Web Conference) conference common in
pairs (1, 2). Dissimilarity value between pair 1 (pretty much
related conferences Asian Semantic Web Conference and
International Semantic Web Conference) is smaller for Con-
Min .176 than that of ACT1 2.75, and dissimilarity value
between pair 2 (related conferences to normal extent) is
smaller for ConMin 3.16 than that of ACT1 3.61, which
shows that ConMin can find correlations better. Common
pair B has ECIR (European Conference on Information Re-
trieval) common in pairs (3, 4). Dissimilarity value between
pair 3 is smaller for ConMin 1.13 than that of ACT1 1.89
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Table 3 sKL divergence for pairs of conferences of ConMin and
ACT1

Common pairs Pairs Conferences T = 200 T = 200

ConMin ACT1

A 1 ASWC .176 2.75

ISWC

2 ASWC 3.16 3.61

WWW

B 3 ECIR 1.13 1.89

SIGIR

4 ECIR 4.03 1.58

JCDL

C 5 SDM 1.49 2.31

KDD

6 SDM 3.91 1.25

UAI

D 7 PODs 2.28 3.33

VLDB

8 PODs 7.68 3.16

ISWC

because both are IR related conferences, while dissimilarity
value between pair 4 is greater for ConMin 4.03 than that of
ACT1 1.58 because ECIR is top ranked conference for IR
topic in Table 1 and JCDL (Joint Conference on Digital Li-
braries) is top ranked conference for topic Digital Libraries
in Table 1 for both proposed and baseline approaches, which
shows that ConMin can better disambiguate which confer-
ence is related to which conference and to which extent. On
the other hand according to ACT1 approach ECIR is more
related to JCDL 1.58 than SIGIR (Special Interest Group
Conference on Information Retrieval) 1.89 which is against
the real world situation. The results for pairs C and D repre-
sent same situation as pair B, which proves overall authority
of ConMin on ACT1 in capturing semantics-based correla-
tions between conferences.

Topics for new conferences One would like to quickly ac-
cess the topics for new conferences which are not contained
in the training dataset by offline trained model. Provided pa-
rameter estimation Gibbs sampling algorithm requires sig-
nificant processing time for large number of conferences.
It is computationally inefficient to rerun the Gibbs sampling
algorithm for every new conference added to the dataset. For
this purpose we apply (4) only on the word tokens in the new
conference each time temporarily updating the count matri-
ces of (word by topic) and (topic by conference). The result-
ing assignments of words to topics can be saved after a few
iterations (20 in our simulations which took only 2 seconds

for one new conference). Table 4 shows this type of infer-
ence. To show predictive power of our approach we treated
two conferences as test conferences one at a time, by train-
ing model on remaining 260 conferences to discover latent
topics. Discovered topics are then used to predict the topics
for words of the test conference.

Predicted words associated with each topic are quite in-
tuitive, as they provide a summary of a specific area of re-
search and are true representatives of conferences. For ex-
ample, KDD conference is one of the best conferences in
the area of Data Mining. Top five predicted topics for this
conference are very intuitive, as “Data Mining”, “Classifi-
cation and Clustering”, “Adaptive Event Detection”, “Data
Streams” and “Time Series Analysis” all are prominent sub-
research areas in the field of data mining and knowledge
discovery. Topics predicted for SIGIR conference are also
intuitive and precise, as they match well with conference
sub-research areas. Comparatively ACT1 (DL) approach is
unable to directly predict topics for new conferences.

In addition to the quantitative and qualitative evaluation
of topically related conferences, we also quantitatively illus-
trate the predictive power of proposed approach in predict-
ing words for the new conferences. For this purpose, per-
plexity is derived for conferences by averaging results for
each conference over five Gibbs samplers. The perplexity
for a test set of words Wc, for conference c of test data Ctest

is defined as [4]:

perplexity(Ctest ) = exp

[
− logp(Wc)

Nc

]
(10)

Figure 8 shows the average perplexity for different number
of topics for AAAI, SIGIR, KDD and VLDB conferences,
which fairly indicate the stable predictive power of proposed
approach after 50 topics for all conferences.

Conferences temporal topic trends Temporal topic trends
of computer science were discovered in Citeseer documents
[18, 21] by utilizing clustering and semantics-based text in-
formation. Recently, Dynamic Topic model and Topics over
Time [5, 24] are used to find the general topic trends in the
field of computer science. A Bayesian Network was pro-
posed on the basis of authors to understand the research
field evolution and trends [25]. Here, we used ConMin to
discover topic trends specific to conferences without using
authors’ information, these topics are also representative of
general topic trends in computer science field.

In most of the cases, conferences can be dominated by
different topics in different years, which can provide us with
topic drift for different research areas in different confer-
ences. We used yearly data from (2003–2007) to analyze
these temporal topic trends. Using 200 topics Z; for each
conference corpus was partitioned by year, and for each year
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Table 4 An illustration of top five predicted topics for SIGIR and KDD conferences

Topic words Title Probability

SIGIR

Retrieval, search, similarity, query, based, clustering, classification, relevance, document, Information Retrieval .2001

evaluation

Information, based, text, document, approach, documents, web, user, content, structured Web based Information .1340

Language, text, extraction, semantic, disambiguation, question, word, answering, Intelligent Question Answering .0671

relations, natural

Web, search, collaborative, xml, user, pages, information, mining, content, sites Web Search .0415

Models, probabilistic, random, structure, graph, exploiting, conditional, hidden, Probabilistic Models .0361

probability, Markov

KDD

Mining, clustering, data, patterns, discovery, frequent, association, rules, algorithm, rule Data Mining .1819

Classification, data, feature, selection, clustering, support, vector, machine, machines, Classification and Clustering .0809

Bayesian

Based, approach, model, multi, algorithm, method, efficient, analysis, detection, adaptive Adaptive Event Detection .0652

Data, streams, stream, similarity, semantic, queries, incremental, adaptive, distributed, trees Data Streams .0618

Time, high, large, efficient, dimensional, series, method, scalable, correlation, clusters Time Series Analysis .0584

Fig. 8 Measured perplexity for new conferences

all of the words were assigned to their most likely topic us-
ing ConMin approach. It provided us the probability of top-
ics assigned to each conference for a given year. The results
provide interesting and useful indicators of temporal topic
status of conferences. Figure 9 shows the results of plotting
topics for SIGIR and KDD, where each topic is indicated in
the legend with the five most probable words.

The left plot shows the super dominant continuing topic
“Information Retrieval” and other four topics having very
low and steady likeliness trend for SIGIR conference. The
right plot shows the ongoing dominancy of “Data Min-
ing” topic and steady increase in the popularity of topics
“Information Retrieval” and “Vector based Learning” for
KDD (Knowledge Discovery in Databases) conference. As
a whole, both conferences are dominated by one topic over
the years, which is also one of the judgment criteria of the
excellence of the conference and ongoing popularity of that

topic. Here, it is necessary to mention that the probability
for each topic per year of a conference only indicates prob-
abilities assigned to topics by our approach, and makes no
direct assessment of the quality or importance of the par-
ticular sub-area of a conference. Nonetheless, despite these
caveats, obtained results are quite informative and indicate
understandable temporal status of research topics in the con-
ferences. Comparatively, ACT1 (DL) approach is unable to
directly discover temporal topic trends.

4.2 Unsupervised expert finding

Based on the GL text semantics and relationships between
authors idea we show temporal expert finding comparison
between our proposed and baseline approach for DM topic
related top 10 experts. Here top ten experts related to a topic
for a year 2003 with the top 3 conferences are shown in
which they published and number of papers they have pub-
lished in that year. Results are just based on the subset data
collected from the DBLP database for showing conferences
influence or GL influence and cannot be used for exact com-
parison between the authors. For this purpose we have not
provided the names of authors instead we provide their id
numbers given by us without any specific order.

To show the dominancy of our proposed approach over
the baseline approach which does not consider group level
text semantics and authors relationships, we provide com-
parison of all years for DM topic by using DBLP database
[10] provided statistics for each expert. For this purpose we
divided conferences into two main categories, World Level
“WL” (Considered better than normal level due to their high
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Fig. 9 Temporal topic trends of conferences

Table 5 Temporal expert finding comparison between our proposed and baseline approach for DM topic related top 10 experts

Experts 2003 data mining (TET) TP Experts 2003 data mining (ACT1) TP

Top 3 conferences Top 3 conferences

2628 WL (ICDE), NL (ISCAS, ICDM) 33 4477 WL (ICDE, KDD, SIGMOD) 19

5135 NL (BIBE, DAWAK, GRC) 9 2681 NL (ICDM, IDEAS, MDM/KDD) 10

5119 WL (ICDE, SIGMOD), NL (DASFAA) 13 5018 NL (ICDM, ADMA, APIN) 6

4477 WL (ICDE, KDD, SIGMOD) 19 2231 NL (AAI, ADC, AI) 5

2630 WL (KDD), NL (ICDM, IPDPS) 11 1660 WL (ICDE, SIGMOD), NL (ICDM) 12

118 WL (SIGIR), NL (ICDM, CIKM) 12 2630 WL (KDD), NL (ICDM, IPDPS) 11

4786 WL (KDD), NL (ICDM, SDM) 14 8642 NL (ICEIS, ICWI, IKE) 9

1659 WL (KDD), NL (ICDM, SDM) 6 323 NL (CIKM, PAKDD, ICDCS) 19

5014 WL (SIGIR, WWW), NL (ICDM) 8 5325 WL (KDD), NL ( ICTAI, DASFAA) 9

5017 NL (ICEIS, SAC, IRI) 14 8737 NL (CIKM, PAKDD, IDEAS) 7

class) and Normal Level “NL” or others to evaluate the per-
formance of approaches in terms of considering and not con-
sidering conferences influence. Here for DM topic KDD,

ICDE, SIGMOD, VLDB, WWW, and SIGIR are considered
as WL conferences (on the basis of expert opinions and im-
pact scores on Citeseer (http://citeseer.ist.psu.edu/) and oth-
ers are considered as NL conferences. We just made two cat-
egories for simplicity and to show generalization time topic
modeling effectiveness over the baselines one can make as
many categories as he/she like. Top three conferences for
each author are selected from DBLP data statistics [10] and
categorized them as WL (bold font in Top 3 Conferences
column) and NL (normal font in Top 3 Conferences col-
umn) in Table 5. Total Papers (TP) column shows number
of papers published in a given year by the expert in all con-
ferences.

In Table 6, WL means World Class conference, OneWL
means at least one conference is WL in top 3 conferences
related to an expert and TP means total number of papers
for top ten topically related authors to a topic. We can see
in Table 6 firstly, for year 2003 of TET from top ten experts
12 times papers are published in WL conferences with total
number of 139 papers and for year 2003 of ACT1 [22] from
top ten experts 7 times papers are published in WL confer-
ences with total number of 107 papers. 12 times WL for TET
is greater than 7 times WL for ACT1, which shows that au-
thors found by our proposed approach have comparatively
more expertise on topic as compared to baseline.

Secondly, 8 experts from top ten shown for TET at least
have OneWL conference related to an expert in top 3 con-
ferences and 4 experts from top ten for ACT1 at least have
OneWL conference related to an expert in top 3 confer-
ences. 8 experts OneWL for TET are greater than 4 experts

http://citeseer.ist.psu.edu/
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Table 6 Summary of Table 5

Year WL (ACT1) WL (TET)

2003 7 12

2004 11 11

2005 12 12

2006 10 13

2007 10 12

Average 10 12

Year OneWL (ACT1) OneWL (TET)

2003 4 8

2004 6 7

2005 6 8

2006 6 9

2007 6 8

Average 5.6 8

Year TP (ACT1) TP (TET)

2003 107 139

2004 204 209

2005 201 248

2006 293 298

2007 219 289

Average 204.8 236.6

for ACT1. Thirdly, 139 TP for TET are greater than 107
TP for ACT1. It clearly shows that experts found by TET
approach are better, as they published more in WL con-
ferences, more experts in the top ten lists has published at
least in one OneWL and experts published more papers as
compared to document level baseline approach ACT1. The
above situation is also true for years 2004, 2005, 2006 and
2007.

Thirdly, Table 6 shows that the average number of times
experts publishing in WL 12 for TET is greater than WL 10
of ACT1, average number of experts publishing at least in
one world class conference average OneWL is 8 for TET
that is greater than average OneWL 5.6 for ACT1, which
supports our hypothesis that our approach can discover more
precise experts who published more in WL conferences than
experts discovered by document level approach.

One can say that if someone is expert of some area of
research he should have at least one world class conference
among his/her top three publishing conferences. Addition-
ally, average number of papers for TET approach for top ten
experts is 236.6 which are greater than average number of
papers for ACT1 approach 204.8, which shows the proposed
approach acquiring more accurate results.

The results presented in Table 6 show that TET outper-
formed ACT1 due to its ability to simultaneously capturing
conferences influence with time information.

5 Conclusions

This study deals with two important problems of academic
knowledge discovery through capturing rich text semantics-
based structure of words and relationships present between
conferences at group level. We conclude that our gener-
alization from DL to GL is significant; as proposed GL
approach’s discovered conferences and their correlations
(can also be applied to journals datasets such as HEP or
OHSUMED) related to specific knowledge domains are bet-
ter than baseline approach due to producing dense topics.
We studied the effect of generalization on topics denseness
and concluded that sparser topics will result in poor perfor-
mance of the approach. We have also shown the effective-
ness of conferences influence (text semantics and relation-
ships at GL) for expert finding problem. Even though our GL
approaches are quite simple, nonetheless they reveal practi-
cal importance over DL approach for different conference
mining tasks and unsupervised expert finding problem.
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